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Abstract

This paper presents a novel strategy to learn a positional
controller for the body of a flexible surgical manipulator
used for Minimally Invasive Surgery. The manipulator is
developed within the STIFF-FLOP European project and
is targeted for a laparoscopic use in remote areas of the
abdominal region that are not easily accessible by means
of currently available rigid tools. While the surgeon con-
trols the end-effector during the task, the flexible body of
the manipulator needs to be displaced to enter inside con-
strained spaces by efficiently exploiting its flexibility, with-
out touching vital organs and structures. The proposed
algorithm exploits the instruments of Machine Learning
within the Programming by Demonstrations paradigm to
produce a statistical model of the natural movements of
the surgeon during the task. The gathered information
is then reused to determine a controller in the null space
of the robot that does not interfere with the surgeon task
and displaces the robot body within the available space in
a fully automated manner.

1 Introduction

Minimally invasive surgery is becoming a standard for sur-
gical applications nowadays, since it has the advantage of
reducing the post-operatory recovery of patients and is
less traumatic for the body. When referred to abdominal
applications, they are called laparoscopic surgical proce-
dures and they can be performed either manually or with
the aid of consolidated robotic platforms, that increase the
precision of the surgeon and reduce errors. Nevertheless,
the adoption of laparoscopic procedures can be limited by
the current technology, that uses rigid tools to access the
remote areas where the surgery is performed. This limita-
tion can sometimes prevent some procedure to be carried
out laparoscopically, or make it technically demanding.

The aim of the STIFF-FLOP European project is to
develop a soft robotic arm to perform surgical tasks by
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actively controlling the selected body parts of the robot
(Cianchetti et al., 2013; Jiang et al., 2012b,a). The flexi-
bility of the robot allows the surgeon to move within or-
gans to reach remote areas that cannot be accessed easily
with rigid tools.

One of the issues that comes with the use of a flexible
tool is the control of the body of the manipulator, that
does not simply follow the movements of the surgeon, but
is dragged along by the end effector following its own dy-
namics. The STIFF-FLOP robot is therefore actuated
to have the possibility of displacing the flexible body to
pass around organs and reach for more remote areas. The
control of these additional degrees of freedom cannot be
performed by the surgeon, who needs to concentrate on
controlling the end-effector to perform the procedure, but
has to be automated: the resulting controller should be
able to drive the body of the robot without interfering
with the surgical task and allowing the robot to reach re-
mote areas that the flexibility now allows.

Most algorithms developed for flexible robots rely on
external images of the body of the robot to learn the opti-
mal configuration to perform the task (Lyons et al., 2010;
Lobaton et al., 2013). Some of them rely on optimization
strategies that are aimed at finding the best configuration
to fit inside a very constrained environment, such as blood
vessels or natural body channels.

As a matter of fact, the novel STIFF-FLOP architec-
ture requires quite different strategies, since the robot has
a different structure and a different actuation. From the
structural viewpoint, one of the main differences is placed
in the possibility of elongating each module of the ma-
nipulator, so that similar configurations can be obtained
with different lengths of the single modules. Thus, the full
configuration of the system needs to take into account the
correct elongation of each module, that needs to be kept
within the hardware limits.

Moreover, the different geometry of the robot allows
the surgeon to perform new kind of surgeries and require
a different set of procedures. First of all, no image of
the body of the robot is available to the algorithm and
the environment in which it operates is supposed to be
changing during the procedure (see Section 3). The task
requires the robot to move freely inside the environment
in certain phases of the surgical operation and in a very
constrained environment in other moments, exploiting the
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possible variability to complete the task. Finally, the only
information available to the robot comes from the propri-
oceptive and force sensors that are able to single out the
configuration of the robot and the force applied to it.

In this paper we propose to use the programming by
demonstrations paradigm to encode the correct behaviour
for the body of the manipulator. This choice is driven by
the necessity of coding the correct behaviour for the end-
effector in a fast and efficient way, that is able to adapt to
the different situations without the need of additional cod-
ing. The same code that was employed for running the
current algorithm is employed to learn autonomous tasks
for the end-effector of the robot. Moreover, the same
statistical model can be used to extract information to
automate subtasks that need to be performed without ad-
ditional input from the user.

By using the above sensory input and the movements
produced by the surgeon during the task, the proposed
algorithm is able to control the body of the flexible surgi-
cal robot STIFF-FLOP, by exploiting the redundant de-
grees of freedom and the history of movements of the end-
effector controlled by the surgeon during the operation.

In order to do this, we build a statistical model of the
movements of the tip; the information stored in the model
can then be reused to calculate what are the best displace-
ment for the body of the robot to keep it within a safe area
characterized by the movements of the end-effector previ-
ously achieved by the surgeon.

The advantages of the method rely on the fact that the
surgeon does not have to worry about the behaviour of the
robot, that will naturally follow the tip without interfering
with the teleoperation by the surgeon, who always has the
full control of the relevant degrees of freedom. The final
aim is to provide technological help to bring the surgical
tool mounted on the tip in the remote area where it is
needed, without adding any extra cognitive load to the
human operator.

2 Related work

The current paper proposes a novel approach to learn-
ing from demonstration in the context of a surgical robot.
The main innovations lie in the use of an online learning
algorithm to control the redundancy of the robot within a
surgical environment, a biologically inspired optimization
strategy to evaluate the null space commands to send to
the robot and a novel application of Dirichlet Processes
for online clustering.

The use of learning techniques in the null space is usu-
ally limited to learn specific policies from demonstrations
(Towell et al., 2010; Nordmann et al., 2012) or in or-
der to optimize some reward function to fulfill secondary
tasks (Rajiv Ranganatan and Mussa-Ivaldi, 2013; Gielniak
et al., 2011). The novelty of the current approach consists

of learning the null space policy in an online manner from
demonstrations, while the surgeon completes the proce-
dure, and is simultaneously applied to drive the robot and
allow the user to complete the task.

The application of learning techniques for surgical
robots is quite novel. On one side, the difficulties come
with the fact that the surgical context puts obvious limita-
tions to the range of feasible automated tasks. The safety
requirements demand that the automation of the proce-
dures meets very rigid standards. Moreover, the robot is
primarily meant to be an instrument to be employed by a
surgeon, who has a great expertize in practicing very com-
plicated operations that can hardly be replaced by a well
trained or programmed robot. For this reason, machine
learning is usually applied to some repeated and standard
parts of the surgical procedure such as suturing or retract-
ing organs (Van Den Berg et al., 2010) or to surgical image
recognition and configuration identification (Reiter et al.,
2011). The current paper, instead, uses learning as a tool
to make the robot capable of better assisting the surgeon
during the operation and allowing him/her to perform op-
erations that would be very difficult by using other tools.

The online learning feature is also the main difference
from our previous publication on the topic (Bruno et al.,
2014), where several demonstrations of the task to per-
form were given in advance and used to learn the statisti-
cal model whence the null space policy could be obtained.
This way of proceeding, even if formally correct, was not
easily applicable to a real surgical procedure, because the
task is not repeatable and the null space policy was actu-
ally needed to perform the demonstrations. The present
formulation is instead fully operational within a single sur-
gical operation.

An online clustering algorithm is used to convert the
movements of the end-effector that is controlled by the
surgeon into a statistical model. There are many al-
gorithms performing online clustering (see, for example
(Zhang et al., 2003; Song and Wang, 2005)). Most of these
algorithms base the arrangement of the different clusters
on a fixed threshold over the likelihood that a new point
belongs to the current distribution. Then, a split and
merge technique is employed to add or remove clusters,
followed by a reorganization with an EM strategy.

Regarding the current work, as we shall see in section
5, the geometry of the robot requires a very precise con-
trol over the distance between the different points of the
manipulator. Moreover, the flexible nature of the robot
allows it to elongate and shrink between precise hardware
limits. For those reasons, a threshold based on the dis-
tance of the samples instead of the probability is more
directly controllable within the current setting.

For this reason, we chose to use a generalization of the
DP-Means algorithm (Kulis and Jordan, 2012), that uses
the geometric distance as a threshold to evaluate the be-
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longing of each sample to the current distribution. In order
to adapt it to the current setting, the algorithm was mod-
ified to allow it to work incrementally as new points are
introduced. Moreover, the incremental evaluation of the
parameters of each component is made more precise with
respect to the original algorithm by exploiting a MAP es-
timate at each time step (Gauvain and Lee, 1994). The
mix of these two techniques gives rise to an incremental
GMM algorithm that results to be fast and efficient for
the online use that we need.

Finally, a novel mechanism to encode the motion of the
flexible robot is presented, inspired by biological studies
on how the octopus moves its arm to perform natural
tasks such as reaching and grasping (Flash and Hogan,
1985; Zelman et al., 2013). The approach builds upon the
dynamical system formulation of whole body movements
presented in (Malekzadeh et al., 2014), that is based on
the description of each static pose of the continuum arm
as the solution of a second order spring-damper system in
the curvilinear distance s.

The same approach is exploited in this paper to de-
scribe at each time step the static pose that the robot
should have in order to best exploit the variability of the
demonstrations provided by the surgeon. The degree of
optimality is evaluated by using a Linear Quadratic Reg-
ulator (LQR) that is finding a compromise between the
curvature attained by the robot and the available space.

3 Surgical flexible robotics

The present section describes in more details the surgical
problem under study, together with the challenges that
need to be faced. Then a description of the kinematics
of the current prototype of STIFF-FLOP manipulator is
provided.

3.1 Considered surgical problem

When performing Minimally Invasive Surgical (MIS) pro-
cedures, the surgeon inserts the tools inside small openings
in the abdomen, called trocar ports, and moves inside the
abdominal area to access the surgical site. The abdomen
of the patient is inflated to provide more space and some
of the organs are eventually displaced from their original
position (retracted).

Nevertheless, some surgical procedures require the robot
to access more remote areas, that are enclosed between
bones or other organs that cannot be easily moved. In
this case, the procedure can prove to be impossible to be
performed laparoscopically.

One example of these procedures is Total Mesorectal Ex-
cission (TME). This procedure aims at removing the final
part of the colon of cancer ill patients (Yang et al., 2012).
The procedure can be currently done laparoscopically, but

the surgeon needs to face several challenges, since he/she
has to enter with the tools inside the pelvis area to cut
and remove the final tract of the colon. This consists of a
fairly cylindrical area, constrained by the pubic bones on
each side. The access and the cutting inside the pubic area
is technically difficult, since the surgeon is often forced to
move aside the tissue he/she needs to cut and even cross
the instruments to obtain the necessary tension.

During the procedure, the surgeon controls the end-
effector of the robot and performs the medical part of the
task, leaving the motion of the whole arm to the control
modules. Such control algorithms will have to work in
the null space of the surgical manipulator, to avoid inter-
fering with the surgeon and exploiting redundancy in an
optimal way (Towell et al., 2010; Rajiv Ranganatan and
Mussa-Ivaldi, 2013).

In this paper we propose a controller that is able to
steer and displace the flexible body, by learning the cor-
rect behaviour from the movements that the surgeon per-
forms with the tip during the task. The algorithm treats
these movements as demonstrations, extracts the variabil-
ity information about the task online and exploits this to
efficiently move the body of the robot.

With this approach, the surgeon does not need to man-
ually set constraints for the body of the robot while per-
forming the task (for instance in the form of viapoints),
where critical situations might occur. In fact, the robot
will be forced to pass with the whole body through those
points where the surgeon moved the end-effector using a
low variability.

3.2 The STIFF-FLOP flexible robot

The European project STIFF-FLOP is aimed at building
a surgical flexible robot capable of performing demanding
surgical applications such as TME. The robot is presently
under development.

The current prototype of the robot is composed of
2 cylindrical sections (links). Each link consists of a
soft cylinder with three chambers disposed concentrically
around the axis, where air is inflated to bend the link
in the desired orientation. A central chamber filled with
hard grain-shaped particles is used to stiffen the link at a
desired orientation by air suction.

Each module can be modeled as a constant curvature
section of a circle, see Fig. 1. In its local frame, the rest
position (no chamber is inflated) corresponds to the mod-
ule aligned along the vertical axis e3, with a rest length L0.
The current prototype of the single module is 50 mm long
in the rest position and has a diameter of 40 mm. When
totally inflated, it can elongate by 80%. Moreover, each
link can bend at approximatively 180◦. The current pro-
totype does not have surgical dimensions yet and can be
used inside phantom environments for testing. The final
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Figure 1: The Inverse Kinematics simulator of the STIFF-
FLOP robot. Left: a single module in the rest configu-
ration. Center: a single module modelled as a constant
curvature module. Right: the full robot, obtained putting
2 sections together.

version of the robot will then be scaled down to surgical
dimensions.

The robot is moved through a positional controller, im-
plemented by using an inverse kinematics model exploiting
the constant curvature model of each link, which is de-
tailed in (Calinon et al., 2014b). The employed strategy
has the following advantages:

1. it is modular, so that an arbitrary number of constant
curvature modules can be added;

2. it is based on Jacobians, so that all the standard tools
employed in more conventional robots can be used;

3. it allows us to evaluate the position and orientation
of any point along the kinematic chain, so that any
point can be displaced if needed.

4 Statistical learning and control approach

In this section, we present the mathematical tools that
will be used to develop the algorithm. The content of this
section can be summarized as follows:

1. a brief survey of the Learning from Demonstration
paradigm, with some highlights about the way it is
employed to learn the correct behaviour for the body
of the robot inside a surgical scenario;

2. an introduction to a novel use of Dirichlet Process for
online clustering;

3. a short review of optimal control in linear quadratic
system.

4.1 Learning from demonstrations

We will use the Learning from Demonstrations (LfD)
paradigm to extract constraints for the motion of the body
of the flexible STIFF-FLOP robot.

Our aim is to use demonstration of the task provided by
an expert user to extract a statistical model of the task,
which can then be used for reproduction under different
situations or with different architectures.

In this paper this is provided by encoding the demon-
strations into a Gaussian Mixture Model (GMM), which
represents the probability that a given datapoint belongs
to the distribution of demonstrations. This statistical
model can be used together with a regression technique
that estimates a set of output variables in term of another
set of input variables by conditional probability evalua-
tion. The details are provided in Appendix A.

The use of LfD to learn the behaviour of the body of the
flexible robot during a surgical procedure offers a unique
challenge, due to the fact that the task cannot be demon-
strated in advance without the envisaged body controller,
since the body of the robot needs to be displaced while the
task is performed. It is also impossible to provide several
demonstrations in a batch manner, since the surgical pro-
cedure is not repeatable. Finally, the pre-operatory images
cannot be used to learn the task offline before the actual
procedure, since the geometry of the abdomen changes
significantly, due to the inflation and the retraction of or-
gans.

In this paper we solve this challenge by learning the sta-
tistical model incrementally as the tip is moving inside the
body, by considering its movements as the expert demon-
strations, and applying the resulting learnt controller to
the robot body, as it enters inside the patient body.

Learning occurs in the 3-dimensional Cartesian space
where the samples of the end-effector positions are col-
lected, augmented with the curvilinear distance from the
trocar port measured along the manipulator as ξn =
[ξI

n, ξ
O

n ]>. The indices I and O label the input and out-
put part of the vector corresponding to the distance from
trocar variable and the Cartesian position respectively.

The model of the motion of the end-effector is repre-
sented by a GMM whose components have mean and a
covariance matrix of the form:

µi =
[
µI

i

µO
i

]
, Σi =

[
ΣI

i ΣIO

i

ΣOI

i ΣO

i

]
. (1)

As we shall see in Section 5, this choice allows us to
control the length of each module effectively, by exploit-
ing the length information contained in each datapoint as
input for the regression process during reproduction (see
Appendix A).

4.2 Online Dirichlet Process Clustering

The considered application requires points to be added
to the statistical model online. For this reason, we chose
to exploit a variant of Dirichlet Process clustering, called
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DP-Means, which can be also used for online applications
(Kulis and Jordan, 2012).

Dirichlet process is a common Bayesian non-parametric
approach to cluster data by automatically estimating the
number of components required for the process. Since it
needs Gibbs sampling to produce the clustering, it can-
not be generally used to encode a GMM online. The
DP-Means variant of Dirichlet process that we will use
was initially introduced to simplify the learning process
by making a parallel with the K-Means algorithm (Mac-
Queen, 1967) by small variance asymptotics analysis.

The idea is to substitute the evaluation of the posterior
probabilities of each component with the distance of dat-
apoints from the center of each component, thus avoiding
the use of Gibbs sampling techniques. This can be done by
specifying a maximum distance between two components:
when this is reached, a new component is automatically
created.

The regression from Gaussian Mixture Models extracts
a piecewise linear trajectory from the model, requiring
GMM with a sufficient granularity (represented by the
number of components) to encode the correct behaviour
for the different modules. For this reason, we set the split-
ting distance to the rest length of the single module, to be
sure that each module is covered by more than 1 compo-
nent when elongated.

Starting from an initial configuration of a GMM with
K components, each point P is assigned to the compo-
nent whose center is at a lower distance. In any case, if
the distance from any component is higher than a given
threshold λ, the point is assigned to a new component,
having P as center and a preassigned fixed covariance. Af-
ter all the assignments have been performed, the eventual
empty clusters are discarded and new values for centers
and covariance of the remaining clusters are reevaluated
by using a MAP estimate taking the previous values of
center and covariance as prior information (Gauvain and
Lee, 1994). The whole procedure is repeated a sufficient
number of times, until a stable configuration is reached.

In our case, the algorithm has to be adapted to the
fact that a new point is added at each time step. This
means that no iteration on the points is needed, since only
the last one needs to be assigned each time. Moreover,
no iteration of the whole algorithm is needed, since the
stability is reached at the first iteration. This produces a
very fast clustering algorithm, that only needs a splitting
distance threshold as input.

The full algorithm is summarized in Algorithm 1.

4.3 Optimal control with Linear Quadratic Reg-
ulator

The extraction of the data from the model is performed by
Gaussian Mixture Regression (GMR). This is performed

Algorithm 1 Online DP-Means algorithm. The super-
scripts (n) and (o) stand for new and old respectively.
Require: Streaming flow of points xt at each time step
Require: Splitting length threshold λ
Require: Minimum covariance Σ̂
Ensure: GMM encoding the points

Initialize GMM K = 1,µ1 = x0 , Σ1 = Σ̂ , π1 = 1
repeat

N ← total number of points until current time t
for k = 1→ K do

dk = dist(xt,µk)
dK+1 = λ

(2)

end for
assign xt to component k∗ = arg mink(dk)
if k∗ = K + 1 then

K = K + 1,µk∗ = xt , Σk∗ = Σ̂ , πk∗ = 1
k∗

else

π∗ = 1
N

+ πk∗ , πk∗ = 1
K

µ
(n)
k∗ = 1

π∗

(
πk∗µ

(o)
k∗ + xt

N

)
Σ(n)

k∗ =πk∗

π∗

(
Σ(o)

k∗ +(µ(o)
k∗ −µ

(n)
k∗ )(µ(o)

k∗ −µ
(n)
k∗ )>

)
+

1
Nπ∗

(
Σ̂+(xt−µ(n)

k∗ )(xt−µ(n)
k∗ )>

)
end if
renormalize π

until end of points
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by splitting the variables into two sets (input and out-
put) and evaluating the conditional probability of the out-
put variables over the input ones. The conditional mean
and covariance of the resulting distribution represent a
weighted least square estimate of the output together with
the error over the estimate.

In the present case, we are using the distance s from the
trocar port as input variable for the model described in
eq.(1), thus getting the most probable Cartesian position
associated to the given distance as output. For each value
of s we therefore obtain a trajectory µ̂O

s and the error on
the trajectory Σ̂

O

s , as explained in Appendix A.
The reproduction step of GMR can be improved by cou-

pling a simple second order linear dynamical system to the
reproduction step. This improves the smoothness of the
reproduced trajectory and allows some additional optimal-
ity criterion to be fulfilled (Calinon et al., 2014a).

In particular, since we are not working with straight
links, a precise control of some points along the manipula-
tor does not prevent each section from deviating from the
desired trajectory because of a too high curvature (see Sec-
tion 6). For this reason, an optimal control strategy will
be used, to obtain a compromise between optimal track-
ing and curvature minimization, by minimizing the cost
function

c = 1
2

K∑
s=0

(
u>sRus + (xs − x∗s)>Qs(xs − x∗s)

)
, (3)

for a linear dynamical system of the form(
ẋ
ẍ

)
=
(

0 I
0 0

)
︸ ︷︷ ︸

A

(
x
ẋ

)
+
(

0
I

)
︸︷︷︸

B

u, (4)

where the dot denotes the derivative with respect to the
arc length s.

As explained in Section 2, this approach is driven by
a biological inspiration and reveals to be useful in the
robotics context, since the curvature of the robot is di-
rectly proportional to the second derivative of the displace-
ment with respect to the arc length.

The value of R selects the trade off between tracking
precision of the final trajectory and curvature minimiza-
tion. The choice of R is performed by the user and de-
pends on the system in use. For the robot considered, it
has been chosen as a constant diagonal matrix 0.1I and
does not need to be adapted to the different situations.

In order to learn the controller from the demonstrations,
by taking their variability into account, the cost function
is set by extracting the desired shape x∗s and the position
error Qs from demonstrations by using GMR (eq.(16)),
i.e.

x∗s = µ̂O

s , Qs = (Σ̂
O

s )−1. (5)

Under the hypothesis that the control command u is
proportional to the state variable x (linear feedback), a
solution to the above problem is determined by a variant
of the Linear Quadratic Regulator (LQR) controller in the
form

us = −R−1B>Ss

(
xs − x∗s
ẋs

)
+R−1B>ds. (6)

The feedback matrix Ss and the feedforward vector ds

are the solution of the following differential equations

Ṡs +A>Ss +Q+ SsA− SsBR
−1B>Ss = 0. (7)

ḋs = −A>ds + SsAx
∗
s + SsBR

−1Bds − Ssẋ
∗
s. (8)

Notice that eq.(7) is identical to the classical Riccati
equation solving the LQR problem with fixed target; the
difference is placed in the addition of eq.(8), representing
a feedforward term ds.

The optimal trajectory can be obtained by integrating
eqs.(7) and (8) starting from a given initial or final con-
dition, depending on the problem under study. Usually,
for slowly varying dynamics, the problem is converted into
an infinite horizon scenario, where eq.(8) is dropped and
eq.(7) is considered constant at each time step. The prob-
lem is then reduced to determining at each time step the
solution of the algebraic Riccati equation

A>Ss +Qs + SsA− SsBR
−1B>Ss = 0. (9)

Once Ss has been determined, the trajectory can be eval-
uated by integrating the dynamical system (4). We will
denote by LQR(x∗s,Σs) the points of the integrated tra-
jectory at each time step.

5 Problem setting

The learning problem we want to tackle is that of learning
the optimal nullspace displacement that is needed to move
the body of the flexible STIFF-FLOP robot while the sur-
geon is performing the procedure. Those motions should
be safe and move the robot only inside the areas that the
end-effector of the robot already explored, meaning that
they are accessible to the whole manipulator.

In order to avoid unnecessary movements, the body will
not be forced to follow the same trajectory of the end-
effector, but will be guided to move within the variability
boundaries extracted from the demonstrations provided
by the teleoperation of the end-effector.

The main difference in the architecture of the STIFF-
FLOP robot is placed in the possibility of changing the
length of the single modules in a given elongation range.
While inserting the robot inside the trocar port and while
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manoeuvring it, the elongation should be controlled so
that the body of the robot and its base follow the end
effector smoothly. The risk is that the evolution of the
end effector forces some of the modules to elongate more
than others and reach the hardware limits. The solution
provided by weighting the Inverse Kinematics is not nec-
essarily good, because of the non linearities of the system
that make the correct weighting strictly dependent on the
configuration.

For this reason, we need an algorithm that is able to set
the correct length of each section of the robot at every time
step. In this case, the learning approach that is employed
in this paper allows us to input a desired length, that can
also vary along the task, and obtain a desired pose for the
robot as a result of a regression procedure, thus providing
a very effective control. In this paper we choose to set the
length of each section of the manipulator in the middle of
the range of possible elongation, so as to keep far from the
hardware limitations (40% of elongation).

The proposed learning algorithm needs to perform three
consecutive actions at each time step:

1. encode the motion of the tip into a GMM by using
the DP-Means algorithm at each time step;

2. extract the mean trajectory of the end-effector to-
gether with the variability information;

3. use the information to calculate a displacement for se-
lected body points along the manipulator and convert
them into a single null space command.

The choice of using a GMM to encode the free space
comes from the observation that a statistical model of the
points reached by the surgeon with the end–effector can
be used to represent the probability of being placed in
an allowed position, defined by the absence of organs or
obstacles.

The key idea of the algorithm is to encode at each time
step the position of the tip together with its distance from
the trocar port measured along the manipulator. The sta-
tistical model constructed on this augmented set allows us
to extract the correlation between these variables along the
task.

As a consequence, the distance variable can be exploited
as a regression input for the algorithm, to obtain at each
time step the desired position and variability of all the
points along the manipulator, since we can estimate their
desired distance from the trocar port, as we shall see in
the following section.

Another important point is concerns the variability in-
formation within the current context. In fact, it is not
meant as being a measure of the errors made by the expert
surgeon (all demonstrations are expected to be correct ex-
ecutions of the task). In contrast, variability is exploited
to encode the free space within the surgical field and the
surgeon should be aware of this feature of the tool while
operating it. For this reason the surgeon is required to ex-

plore the free space to show which areas can be exploited
to perform the task. Since this exploration phase usually
takes place naturally in the surgical procedure, it can be
incorporated into the steps of a protocol to follow when a
STIFF-FLOP robot is employed. In this respect, an ex-
pert surgeon will be the one who is able to make a more
efficient use of covariance (Sternad et al. (2011)) to provide
the most useful information to the learning algorithm.

5.1 Null space controller

After inserting the robot inside the trocar port, the sur-
geon starts controlling the end-effector, moving it inside
the abdomen to perform the surgical procedure. At each
time step, the current position x of the end-effector is
recorded, together with the distance l of the end-effector
from the trocar port measured along the manipulator.
The geometry of the robot makes this measurement quite
straightforward, since it is possible to obtain the actual
length of each module from the joint coordinates, by us-
ing the constant curvature hypothesis as in (Calinon et al.,
2014b). Each datapoint [L,P>]> is incrementally encoded
into a GMM by using the online DP-Means algorithm.
The splitting length threshold λ (see eq. (2)) is set as
the rest length L0 of each module of the STIFF-FLOP
robot. This allows us to have at least one component of
the GMM taking care of the points of a module, thus al-
lowing a sufficient granularity for the precision that we
want to achieve.

The GMM model is initialized at the starting position of
the robot, that is also used to identify the position of the
trocar port. This is performed by putting the end-effector
of the robot at the entry point and defining its current
frame as the trocar reference frame. Then, a discretization
of the backbone of the robot is performed and the points
used to encode an initial GMM with K components, where
K is the same as the number of modules of the robot. This
GMM is regularized by adding a constant covariance term
Σ0 = r0I4, where r0 is the radius of the cylindrical section
of the manipulator.

This choice allows us to impose the trocar position and
to enforce the fact that the space is still unexplored. Dur-
ing the initial time steps, the body of the robot will stay
confined inside the region represented by the initial GMM.

At each time step, the tip positions are then encoded
into the GMM

y = [L,P>]> ∼
K∑

k=1
πkN (y|µk,Σk), (10)

where K is the variable number of components, that in-
crementally varies as new points are added. As we shall
see, the length information can be used to learn a desired
elongation for each module.
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Algorithm 2 Initialization algorithm for exploration
GMM
Require: Initial configuration q of the robot
Require: Radius of the manipulator r0
Ensure: πi,µi,Σi GMM representing the initial explored

area
K ← number of modules
s← [0 . . . N ] vector of N arm indexes
Σ0 ← r0I4
for n = 1→ N do
P n ← position of point at arm index s(n)
Ln ← distance from tip along manipulator of point

at arm index s(n)
ξn ← [Ln,P

>
n]>

end for
πi,µi,Σi ← GMM(ξ1 . . . ξN ) with regularization Σ0

For each of the selected points P ∗ that we want to con-
trol along the manipulator, the desired distance from the
trocar port L∗ is given as an input to the algorithm. In
this paper, this number is chosen to keep the length of
each module in the middle of the possible range, in order
to improve manipulability. The details of the calculation
are reported in Alg. 3.

A desired position µ∗ is evaluated for the point P ∗ by
using Gaussian Mixture Regression (GMR), having L∗ as
input, together with variability information in the form
of a covariance matrix Σ∗. This information is used to
evaluate a displacement command V (µ∗,Σ∗).

In the present paper, the desired position of P ∗ is eval-
uated as a compromise between tracking precision (within
the extracted covariance Σ∗) and curvature minimization,
by using the LQR approach with infinite horizon, as de-
scribed in Section 4.3. The displacement vector for P ∗ is
evaluated as

V (µ∗,Σ∗) = P ∗ − LQR(µ∗,Σ∗). (11)

The graphical version is represented in Fig. 2.
The output of the resulting algorithm is a positional

controller for the intermediate points of the manipulator
aimed at keeping them close to the mean trajectory within
the error provided by the covariance information. Each
displacement is then projected in the null space of the
inverse kinematics.

Finally the joint displacements are merged into a unique
command to the robot, by making the average of the sin-
gle joint movements for the single points. This average
procedure is used to implement a minimal intervention
principle (Todorov and Jordan (2002)): the more relevant
constraints are weighted as having a higher importance
and correspond to a bigger displacement.

The full controller Robot Body Behaviour Control
(RBBC) is summarized in Algorithm 3.

Figure 2: The calculation of displacement. A minimal cur-
vature trajectory (in red) is calculated by using the LQR
approach and the new attractor positions are evaluated on
this trajectory. The distance between the attractor points
(in red) are specified to lie in the middle of the elongation
range of the robot. The blue line represents the trajectory
evaluated by GMR.

The covariance information is taken into account by ap-
propriately weighting the displacement vector moving the
point P ∗ towards the desired position. As a result, if the
point is within the extracted covariance, a very small dis-
placement is performed, while the full displacement is used
as the point goes farther from the desired error.

The proposed approach affects the behaviour of the
robot in two different ways. First of all, the macroscopic
movements of the manipulator are always kept inside a
safe area around the desired trajectory, that depends on
the variability of the demonstrations in each point. If the
variability is high, the robot is allowed to move freely away
from the trajectory (if this is needed to perform the task),
while the robot is attracted towards the trajectory where
the variability is lower.

A second important aspect regards disturbance rejec-
tion. During the task, the presence of noise can move the
manipulator away from the desired trajectory. If the vari-
ability is high, the robot does not need to compensate for
it, since it does not affect the task. On the other hand, the
robot needs to be attracted towards the assigned trajec-
tory whenever the noise pushes it away from the safe area
defined by the initial demonstrations. The proposed ap-
proach implements a Minimal Intervention Principle over
the whole controller, since the joint commands that are
moving the body the most will have a higher importance,
while the other points are left almost undisturbed.

6 Experiments

In the following section we present experiments performed
with a simulator of the STIFF-FLOP robot in Matlab and
with the physics simulator of the robot developed within
the project. Both simulators use the Inverse Kinematics
discussed in Section 3.2, that is the same implemented in
the prototype of the robot. The full algorithm is developed
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in the 3D environment. The value of R is experimentally
chosen and fixed to R = 0.1.

The use of the Matlab simulator allows to best evalu-
ate the performance of the robot and extract graphs and
numerical quantities.

6.1 Motion in a constrained environment

Within the Matlab simulated environment, the organs are
represented by ellipsoids placed in front of the trocar port.
The ellipsoids are placed in order to simulate a constrained
environment where the robot should be inserted to per-
form a surgical procedure. The use of geometrical shapes
allows to us to evaluate the performance of the system by
computing the distance of the robot from obstacles and
the eventual collision.

After entering the body through the trocar port, the
STIFF-FLOP robot is moved around in front of the trocar
port, to show the free space that can be exploited in the
movement (Fig. 3b-c). Then, the robot is moved inside
a constrained environment, simulating a possible surgical
scenario.

In order to be able to reach the remote areas inside
the pelvis, the STIFF-FLOP robot needs to be mounted
on the tip of a standard position-controlled manipulator.
This allows a precise control of the position of the base of
the STIFF-FLOP robot inside the body.

In order to take this structure into account, an addi-
tional constraint is added, by rotating the base frame to-
wards the trocar port when the robot is inside the abdom-
inal region. This constraint makes the current experiment
similar to the situation that the robot will be facing in a
surgical application.

As we can see in Fig.3, the robot can be moved by con-
trolling the tip, while passing between organs inside a very
constrained area, without pressing on nearby organs. Dur-
ing the task, the body of the robot is bent along a trajec-
tory that is less curved than the average trajectory (in red)
and passes on the border of the available free space.

In order to evaluate the method quantitatively we mea-
sured how the algorithm is able to keep the body of
the robot inside the demonstrated space, avoiding colli-
sions with the obstacles. Moreover, we evaluated how the
method is effective in keeping the length close to the re-
quired values.

In order to provide a baseline for comparison, we im-
plemented a simple algorithm which will be referred to as
closest point algorithm. Instead of building a statistical
model of the demonstrated points, we directly take the
Cartesian positions of the points reached by the surgeon
and augment them with the corresponding distance from
the trocar port. At each time step, we attract each chosen
control point to the closest demonstrated point. The dis-
tance is evaluated in the augmented 4−dimensional space;

(a) (b) (c)

(d) (e) (f)

Figure 3: The robot is moved inside the operating envi-
ronment, passing near organs to reach remote area and
perform the surgical task. The body of the robot is dis-
placed to stay confined within the demonstrated variabil-
ity around the average trajectory, represented in red. The
position of the virtual attractors is automatically eval-
uated as a compromise between tracking precision and
minimization of curvature. The blue line represents the
position of the trocar port.
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this allows us to attract the robot towards the set of points
corresponding to the desired distance from the trocar port,
in order to take the desired length of each module into ac-
count. In this example, no LQR controller was employed,
since no information on variability is available (no statis-
tical model is constructed).

Finally, in order to tone down, in the analysis, the
potential bias introduced by the user demonstrating the
task, we performed a further experiment after the inser-
tion phase is complete. After the robot reaches the target
destination inside the constrained environment, a series of
random non-colliding tip motions are performed and the
response of the robot is evaluated.

The results of this comparison are the following:
1. the RBBC algorithms effectively keeps the robot at

the desired distance from the obstacles with a similar
behaviour in the approach and the random motion
phase (see Fig.5(Left) for the random phase);

2. the closest point algorithm has a similar average be-
haviour as the RBBC algorithm, both in the insertion
and random phase, as shown in 5(Right) for the ran-
dom phase;

3. the biggest difference is placed in handling the length
of the modules, as shown in Fig.6; the RBBC algo-
rithm is able to keep the ratio between the two seg-
ments of the robot close to 1, and the length inside
the hardware limits; on the other hand, using the clos-
est point algorithm the control over the length is not
precise, resulting into ranges that reach the hardware
limitations of the robot;

4. the collision probability for the conducted experi-
ments is zero for the RBBC algorithm, both in the in-
sertion task and random motion phase; it raises to 5%
for the closest point algorithm during the approach
phase and 14% for the closest point in the random
phase.

The better behaviour of the RBBC algorithm is mostly
placed in the minimization of the curvature of the manip-
ulator by using the LQR approach. In fact, the collisions
with the closest point algorithm happen in all cases with
the uncontrolled points placed at s = 0.5 and s = 1.5,
because of a too high curvature. This fact also pushes the
robot to elongate too much to keep the correct distance
between the control points, thus reaching the hardware
limits. A hand-tuned LQR approach could eventually
improve the closest point algorithm, providing an ad hoc
solution for each different task. The proposed algorithm
has the advantage of providing an automated tuning of
the LQR parameters varying along the task, learnt online
from the surgeon demonstrations.

We finally estimated the effect of the R factor on the
performance of the algorithm. This allows us to show that
the good perfomance is not due to the fine tuning of the
parameter, but to the effect of the minimal intervention

Figure 4: The distance of the obstacle of the base (Left)
and middle point (Right) of the STIFF-FLOP robot dur-
ing the insertion task with different values of R. As we
can see, there is a slight difference in the achieved dis-
tance, which is higher with lower values of R, since the
tajectory is better tracked. But the effect of R is very
small and can be used as a confidence parameter to fine
tune the distance from the obstacles.

principle driving the controller. For this reason, we re-
peated the insertion experiments with different values of
R, ranging from R = I to R = I0.01 and evaluated the
achieved distance of R from the obstacles (see Fig.4). The
results show that the effect ofR is small within a very large
interval (2 orders of magnitude).

6.2 Retraction of the STIFF-FLOP robot

After the surgical operation is over, the robot needs to be
retracted back from the surgical field and extracted from
the body. This is a quite easy operation for a rigid tool,
but it can become difficult with a flexible surgical tool that
is working between soft organs.

The current algorithm allows us to automatically ex-
tract the robot back in a safe way by moving the tip along
the average estimated path that was previously used as
a target trajectory, by taking into account variability in-
formation. First the tip of the robot is aligned with the
vector tangent to the trajectory. Then, the trajectory is
followed in the opposite direction keeping the orientation
aligned along the tangent vector at each time step. The
result is shown in Fig. 7.

In this experiment, LQR is similarly used to calculate
the retraction trajectory, represented in blue in Fig.(7).
This choice results in a smoother rejection that avoids os-
cillations of the tip.

6.3 Test on the simulator of the real platform

This experiment is aimed at showing that the proposed
algorithm is able to perform well in a 3D environment.

The simulator is constructed for the novel 3 modules
prototype and exploits the real physical model of the robot
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Figure 5: Distance from the obstacles for non colliding
random tip motions. Left : the RBBC algorithm is used.
Right : on the right a simpler closest point approach is
employed. The x-axis represents the percentage of motion
completion and the motion is averaged over 5 different
trials.
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Figure 6: Ratio between the length of the two modules
during the tasks. Left : the insertion task is shown.
Right : a non colliding random tip motion is used. The
x-axis represents the percentage of motion completion and
the motion is averaged over 5 different trials.

(a) (b) (c)

(d) (e) (f)

Figure 7: Retraction of the STIFF-FLOP robot from the
operation site. The end-effector of the robot is first aligned
with the retraction trajectory, represented in black (a).
The latter is evaluated as a compromise between track-
ing precision and curvature minimization. The red trajec-
tory represents the average trajectory that is tracked. The
robot is successfully displaced out of the body on a safe
trajectory in a completely automated way, that is learned
from the movements of the surgeon.
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to evaluate the pose from the pressures actuated inside the
chambers.

In order to perform the test, the algorithm was em-
bedded inside the ROS architecture of the STIFF-FLOP
robot as a secondary task for the inverse kinematics. At
each time step, the appropriate command for the null-
space motion is evaluated and added to the end-effector
command inside the inverse kinematics loop. The whole
algorithm takes less than 10 ms to compute the null-space
command and to update the statistical model of the free
space. The pose of the robot is displayed inside the RViz
visualizer from ROS. The visualization is made up of rigid
cylinders, simulating the rigid connector between the flex-
ible parts.

The results of a simple insertion task are shown in Fig.
8 and 9.

The robot is moved on one side to avoid a circular obsta-
cle in front of it, inserted inside the environment and then
brought back towards the central line. Since the area in
front of the robot was not explored by the end-effector, the
algorithm considers it as a forbidden zone, and the body
is pushed away from it. After the insertion is completed
the end effector is moved in the perpendicular direction
back and forth, simulating a cutting behaviour. During
this phase, the robot keeps the curved shape and avoids
the obstacle with its body.

In. Fig. 10 the Gaussians representing the free space
learnt by the algorithm are shown. The first big Gaussian
represents the initial estimate of the free space around the
robot, which is decided by the user.

7 Discussion

The algorithm explained in the current paper is fully oper-
ational and generalizes the approach presented in (Bruno
et al., 2014). In fact, the previous algorithm relied on mul-
tiple demonstrations of the task that needed to be given in
advance to show the variability allowed to the body of the
robot. Moreover, the current paper formalizes the previ-
ous approach by exploiting the LQR approach to generate
the null space body movements.

The usefulness of the present algorithm is placed in the
possibility of controlling the body of the manipulator with-
out any external intervention from the user. In fact, the
surgeon is often not even aware of the motion of the ma-
nipulator body. A full teleoperation would be too complex
to be performed, both from a technical viewpoint (need for
additional cameras) and from the teleoperator viewpoint
(too many degrees of freedom to control with only two
hands).

The choice of the learning by demonstrations approach
allows us to avoid pre-programming task specific obstacle
avoidance behaviour inside the robot. The solution is scal-
able and adapts to very different environments, since the

Figure 8: Insertion task while avoiding obstacle. The body
of the robot is displaced on the left and kept away from
the obstacle when the end effector comes back towards
the central line. The blue ellispoid represents an obstacle,
while the magenta and grey cylinders are the rigid sections
between the flexible modules. The red trajectory repre-
sents the best evaluated optimal shape, while the black
grid on the top is the target tissue to cut. The robot is
not sticking to the trajectory exactly because of the min-
imal intervention principle. The robot is exploiting the
variability in the lower part of the space to reorient the
robot.
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Figure 9: After insertion, the end effector is performing a
cutting task behind the obstacle. During all the cutting,
the body of the robot still avoids the obstacle while al-
lowing the end effector to be moved freely to perform the
task. Notice that the body of the robot remains still while
the end effector moves along the cutting trajectory, since
no variability was demonstrated to it.

Figure 10: The GMM representing the empty space along
the task. Left: the initial variability around the robot (set
by the user). Right: the variability at the end of the task.

Figure 11: The modification of the GMM before (left)
and after (right) the cutting is performed. Notice that the
variability allowed in the last part of the task grows, while
it remains invariant for the rest of the body.

demonstrations are collected along with the task, without
needing any previous information.

An alternative would be to choose some intermediate
viapoints defined by the surgeon that the robot is forced
to pass during the execution of the task, in order to avoid
some proscribed areas defined by the operator during the
surgery. Yet, this choice obliges the surgeon to put addi-
tional effort in correctly selecting the viapoint positions.
In also forces him to follow a single trajectory during the
approach phase. Instead, the current approach only re-
quires the surgeon to perform a preliminary exploration
of the area, which needs to be performed in any case, as
the operational procedure demands (Yang et al., 2012).
Furthermore, the safety is increased as well, since an in-
complete preliminary exploration will constrain the robot
more than it is needed, while a missing viapoint could
potentially create a danger.

The advantage of using a statistical model, as opposed
to standard planning algorithms, is placed in its greater
versatility. In fact, the use of planning techniques that
create a network of spheres around the movements of the
end-effector would model the free space in a similar man-
ner as the GMM does. This could be exploited by standard
planning algorithms to find a correct motion for the body
of the robot (see e.g. Quinlan and Khatib (1993)).

Nevertheless, the planning techniques would not provide
the encoding of the correlation between the elongation of
each section and the desired Cartesian position, forcing us
to create an additional null-space controller for the length
of the modules. Actually, a GMM can be considered as
a statistical version of the sphere network, which is able
to encode a greater number of information, together with
a statistical interpretation and an automatic organization
of the elements in the network.

Moreover, the learning from demonstrations approach
avoids the need of coding an explicit controller for the
body, since the same algorithm that is used to learn the
body motion is also employed within the robot architec-
ture to learn relevant skills from demonstrations. This
was demonstrated by re-using movement skills during the
retraction phase of the experiment, which were previously
acquired during the insertion phase.

In future work, one of the desired extensions would be
to make the algorithm able to cope with environmental
changes, that could make some areas forbidden to the
body of the robot during the surgery. In this case, the
presence of a model would ensure a fast intervention, since
the latter could be modified during the surgery, by bias-
ing the GMM depending on the input from other sources
(cameras, sensors along the body of the robot, contact
information, etc. ).

13



8 Conclusion

This paper addresses the problem of controlling the body
of a novel flexible surgical robot while the surgeon tele-
operates the end-effector of the robot. The envisaged
solution is based on the learning from demonstrations
paradigm and consists of an algorithm that learns in an
online manner the correct behaviour from the motions of
the tip that the surgeon naturally performs during the
surgical task.

The algorithm exploits the movements of the surgeon
to build a statistical model of the areas where the manip-
ulator can freely move without touching the surrounding
environment; the model is incrementally built at each time
step as the task is progressively executed.

The model is then exploited to implement a positional
controller for selected points around the manipulator, that
are kept within the admissible space without any input
from the surgeon, who is left free to concentrate on the
teleoperation of the tip to perform the surgical task.

The algorithm is demonstrated in simulation, by ex-
ploiting the inverse kinematics representation of the robot
that is used on the real robot. The simulated experiments
show how the algorithm can be exploited to fully automate
some simple but relevant tasks, such as the safe extraction
of the manipulator after surgery.
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A Gaussian Mixture Models

The observations {ξn}N
n=1 representing the points of the

demonstrations are assumed to be independent realiza-
tions of a random vector, that is assumed to be distributed
as a linear combination of Normal distributions as

P(ξn) =
K∑

k=1
πk N (ξn|µk,Σk), with N (ξn|µk,Σk) =

1
(2π) D

2 |Σk|
1
2

exp
[
−1

2(ξn−µk)>Σ−1
k (ξn−µk)

]
.

The parameters of a Gaussian mixture model (GMM)
with K components are thus defined by {πk,µk,Σk}K

k=1,
where πk is the prior (mixing coefficient), µk is the cen-
ter, and Σk is the covariance matrix of the k-th mixture
component.

The estimation of mixture parameters can be performed
by maximizing the log-likelihood of the above distribution
of the given dataset. For the set of observations {ξn}N

n=1,
the log-likelihood of the GMM is

L(θ|ξ) =
N∑

n=1
log
(

K∑
k=1

πk N (ξ|µk,Σk)
)
. (12)

The maximization of the likelihood leads to an
expectation-maximization (EM) process iteratively refin-
ing the model parameters to converge to a local optimum
of the likelihood. These two steps are iteratively applied
until a stopping criterion is satisfied. The two steps are
described below.
E-step:

hn,i = πi N (ξn|µi,Σi)∑K
k=1 πk N (ξn|µk,Σk)

.
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M-step:

πi =
∑N

n=1 hn,i

N
,

µi =
∑N

n=1 hn,iξn∑N
n=1 hn,i

,

Σi =
∑N

n=1 hn,i(ξn − µi)(ξn − µi)>∑N
n=1 hn,i

.

The reproduction of an average movement or skill be-
havior can be formalized as a statistical regression prob-
lem. We demonstrated in previous work that Gaussian
mixture regression (GMR) offers a simple and elegant so-
lution to handle encoding, recognition, prediction and re-
production in robot learning (Calinon et al., 2010). It
provides a probabilistic representation of the movement,
where the model can retrieve actions in real-time, within
a computation time that is independent of the number of
datapoints in the training set.

By defining which variables span for input and output
parts (noted respectively by I andO superscripts), a block
decomposition of the datapoint ξn, vectors µi and matri-
ces Σi can be written as

ξn =
[
ξI

n

ξO

n

]
, µi =

[
µI

i

µO
i

]
, Σi =

[
ΣI

i ΣIO

i

ΣOI

i ΣO

i

]
.

The GMM thus encodes the joint distribution
P(ξI , ξO) ∼

∑K
i=1 πiN (µi,Σi) of the data ξ. At each

reproduction step n, P(ξO

n |ξ
I

n) is computed as the condi-
tional distribution

P(ξO

n |ξ
I

n) ∼
K∑

i=1
hi(ξI

n) N
(
µ̂O

i (ξI

n), Σ̂
O

i

)
, (13)

with µ̂O

i (ξI

n) = µO

i + ΣOI

i ΣI

i
−1(ξI

n − µI

i ), (14)
Σ̂

O

i = ΣO

i −ΣOI

i ΣI

i
−1ΣIO

i ,

and hi(ξI

n) = πiN (ξI

n| µI
i ,Σ

I

i )∑K
k πkN (ξI

n| µI

k,Σ
I

k)
. (15)

In the general case, eq. (13) represents a multimodal
distribution. In problems where a single output is ex-
pected (single peaked distribution), eq. (13) can be ap-
proximated by a single normal distribution N (µ̂O

n , Σ̂
O

n)
with parameters

µ̂O

n =
∑

i

hi(ξI

n)
[
µO

i + ΣOI

i ΣI

i
−1(ξI

n − µI

i )
]
, (16)

Σ̂O

n =
K∑

i=1
hi(ξI

n)ΣO

i +
K∑

i=1
hi(ξI

n)µO

i (µO

i )> − µ̂O

nµ̂
O

n
>
.

Eq. (16) is computed online from the model parameters.
The retrieved signal encapsulates variation and correlation
information in the form of a probabilistic flow tube, see
e.g., (Lee and Ott, 2011).

Algorithm 3 Robot body behaviour control (RBBC).
Require: Number of modules M and precision factor R
Require: Body index s(i) ∈ [1,M ] of the N points to be

controlled
Require: Desired length of each module L = 1.3L0
Require: Initial confiquration of the robot (q)
Require: Position and orientation of trocar Port (b, A)

Initialization: (µk,Σk, πk)← GMM encoding the ini-
tial configuration by Alg.2
repeat

θ ← task space motion command by the surgeon
J ← jacobian corresponding to current configura-

tion q
P i ← position of selected points to be controlled
Ĵ i ← jacobian of the i-th point to be controlled
Li ← L(M − s(i)) desired distance to point i
Ltot ← total length of manipulator
Ltrocar ← distance of trocar port from base
Linside ← Ltot − Ltrocar

if base inside body then
Linside ← Linside + |b|

end if
P ← position of the end-effector
for each selected point P i do

Evaluate the Jacobian of P i

Calculate the distance from trocar
δi = Linside − Li

Evaluate the position µO(δi) and variability
ΣO(δi)

Calculate the displacement V i[µO
i (δi),ΣO

i (δi)]
Calculate the corresponding null space velocity

δqi = (I − J†J)Ĵ
†
iV i

end for
Average null space displacements

δqnull ← 1
N

∑
i δqi

Evaluate command for θ : δqcommand ← J†θ
Move the robot : Q← Q+ δqcommand + δqnull

Update the GMM distribution :
ξ∗ ← [Linside,P

>]>
(µk,Σk, πk) ← GMM updated adding ξ∗ by using

algorithm 1
until end of task
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